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Smartphones are nowadays the dominant end-user device. As a result, they have become gateways to all users’ communications,
including sensitive personal data. In this paper, we present Aquilis, a privacy-preserving system for mobile platforms following
the principles of contextual integrity to define the appropriateness of an information flow. Aquilis takes the form of a keyboard
that reminds users of potential privacy leakages through a simple three-colour code. Aquilis considers the instantaneous privacy
risk related to posting information (Local Sensitivity), the risk induced by repeating information over time (Longitudinal
Sensitivity) and on different platforms (Cross-platform Sensitivity). Considering 50% of Aquilis warnings decreases the
proportion of inappropriate information by up to 30%. Repeating information over time or in a broader exposure context
increases the risk by 340% in a one-to-one context. We develop our own labeled privacy dataset of over 1000 input texts to
evaluate Aquilis’ accuracy. Aquilis significantly outperforms other state-of-the-art methods (F-1-0.76). Finally, we perform a
user study with 35 highly privacy-aware participants. Aquilis privacy metric is close to users’ privacy preferences (average
divergence of 1.28/5). Users found Aquilis useful (4.41/5), easy to use (4.4/5), and agreed that Aquilis improves their online
privacy awareness (4.04/5).
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(a) Whatsapp: Non-sensitive. (b) Facebook: Moderately sensitive. (c) Twitter: Highly sensitive.

Fig. 1. Aquilis’s interface. Aquilis takes the form of a keyboard that advertises the potential privacy leakage to the user
through a three-colour code scheme. A sentence that may pose minimal privacy risk on WhatsApp could pose a larger privacy
risk on Facebook, and be extremely risky on Twitter due to the different exposure.

1 INTRODUCTION
The ubiquity of the Internet is the source of multiple privacy threats. Users leave digital traces while using online
services. These digital traces may reveal sensitive information and gradually increase the risk of identifying and
tracking users through their online behavioral data [7, 17, 23, 25, 49]. Users also display less inhibition on the
Internet than in the physical world [52], which has been one of the major reasons for a massive increase in online
trolls and hate crimes [10]. In particular, users no longer differentiate between different contexts or spheres of
life when sharing information. Besides the explicit public availability of information, a more insidious threat
comes from inference analysis by entities that have access to the data. These entities can often aggregate data
from multiple sources and track users across different platforms with varying exposure. Considering the history
of biases in surveillance, it can adversely affect people belonging to the minority groups [6].

There have been many studies on improving the privacy of users online through obfuscation methods. Masood
et al. [27] propose Incognito, a method for Web data risk prediction combined with an obfuscation technique
to protect the users’ privacy by adding noise to the data. VACCINE [46] proposes a design methodology for
data leakage prevention based on the theory of contextual integrity (CI). However, these methods primarily
target Desktop machines. Users may also release sensitive information through applications on more resource-
constrained mobile devices. With the rise of mobile social networking, the volume of mobileWeb data is increasing
exponentially. In the US, 75% of users check their email on their mobile devices, and 95% of their Facebook
account [28]. More than 50% of the Web traffic in sensitive industries such as adult entertainment, gambling, and
health come from mobile devices1. These trends are likely to continue in the future. Due to hardware (energy,
network, computation power) limitations, many techniques designed for desktop computers cannot be applied

1Source: similarweb.com
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seamlessly to mobile devices. To the best of our knowledge, the existing literature does not provide feasible
mechanisms for privacy protection across multiple applications on mobile devices.
In this paper, we present Aquilis, a system designed to enhance the privacy awareness of users at the source.

Aquilis takes the form of a context-aware keyboard that continuously analyses the input and informs users about
the potential privacy risk based on the theory of contextual integrity (CI) [1, 3, 34, 35]. CI defines roles and
norms to elucidate contexts that allow evaluating the appropriateness of information sharing. We believe that
considering the context where a piece of information is shared is essential in ensuring the privacy of the user. For
instance, personal medical information may be necessary for a healthcare app, but also a risk when shared on
Twitter. Integrating Aquilis within the smartphone’s keyboard allows us to target any mobile application the user
may use to share information. We implement Aquilis as a real-life keyboard application, as shown in Figure 1.
This application identifies the underlying application and calculates the privacy risk as a combination of:
� Instantaneous privacy risk: sensitivity of the text relative to the exposure of the underlying application.
� Longitudinal privacy risk: caused by repeating the same information over time
� Cross-platform privacy risk: caused by posting the same information on multiple platforms.

To maintain CI, Aquilis compiles these factors within a three-color recommendation to the user. We evaluate
Aquilis through a comprehensive set of experiments. After showing that Aquilis has a minimal system footprint,
we display how Aquilis maintains CI. Even partial compliance with Aquilis’ suggestions significantly decreases
the proportion of inappropriate messages. Through a dataset of over 40,000 corporate emails, we show that the
privacy risk significantly increases with exposure, repetition of information over time, or over different platforms.
We then develop a labelled privacy dataset of over 1000 input texts that considers the privacy risk relative to the
exposure level of three applications. On this dataset, Aquilis significantly outperforms state-of-the-art methods
(F1 score 8% higher than Incognito [27], 15% higher than R-sensitivity [5], and 40% higher than Entropy[42]) as it
is the first solution that considers the exposure level of the application in the privacy risk. Finally, we conclude
with a user experiment on 35 participants with high technological literacy and privacy awareness to evaluate the
objective (difference between participants and Aquilis estimation of the privacy risk) and subjective accuracy
(how much participants agree with Aquilis’ recommendations). For such audience, Aquilis has high objective
accuracy (74.3%, average divergence of 1.28 on a 5-point Likert scale), and users mostly agree with Aquilis’
privacy risk estimation (3.87/5). The concluding technology acceptance survey shows overwhelming support.
The main contributions of this paper are as follows:
� We design a dynamic probabilistic model based on CI theory that quantifies the privacy risk associated
with any mobile Web data and updates the learned probabilities over time. Our algorithm is optimized to
run in real-time and online so that it can tailor itself to individual users’ privacy profiles.
� Aquilis addresses three key privacy risks: instantaneous privacy risk (local sensitivity), cross-platform
privacy risk, and longitudinal privacy risk [31]).
� We implement our system as a privacy-preserving keyboard application. As such, Aquilis can target
almost any mobile application the user may use to share information.
� We develop our own labeled privacy dataset considering 1000 messages over 8 topics, to establish the
privacy risk posed by posting messages in three exposure settings: one-to-one, group, and everybody.
� We evaluate the performance of our application through both a comprehensive technical study and an
exploratory user evaluation. Considering only 50% of Aquilis privacy warnings can decrease the proportion
of inappropriate messages by up to 30%. The number of warnings multiplies when repeating the same
information over time (340% in one-to-one context and 670% in a group context), or over platforms with
different exposure (340% when moving from one-to-one to group context). On our labeled privacy dataset,
Aquilis displays a F1-score of 0.76, higher than recent state-of-the-art methods. Additionally, Aquilis is on
average 74.3% accurate for users with a high privacy awareness (average divergence of 1.28/5), despite the
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lack of individual per-topic sensitivity con�guration in our prototype system. Our technology acceptance
survey con�rms that participants found Aquilisuseful (avg=4.41/5),accurate (avg=3.97/5) andeasy to
use (avg=4.59/5).

After presenting the motivations and threat model in Section 2, we describe how Aquilis integrates the CI
theory (Section 3). We then discuss Aquilis' modules in Section 4. Section 5 considers the details of our prototype
system implementation. We then evaluate our test application in Section 6 and discuss the results in Section 7.
Finally, we review the most recent related works in Section 8 and summarize our contribution in Section 9.

2 MOTIVATION AND THREAT MODEL
In recent years, the multiplication of social media platforms has blurred the boundary between private and
public data. Di�erent platforms expose user data to di�erent levels of visibility. For instance, social messaging
applications such as WhatsApp focus on the one-to-one communication. At the other end of the spectrum,
Twitter allows everybody on the Internet to see the messages. In between, a multitude of platforms allow sharing
information between users with various degrees of exposure, sometimes con�gurable. However, such settings
may be confusing for novice users, leading them to involuntarily expose themselves to privacy risks. Throughout
this paper, we considerPrivacy Riskas de�ned by Masood et al. [27]. A user's privacy is at risk when his or her
Web data is distinguishable from other users, has little or no diversity, or is linkable to an individual with high
con�dence based on the user's Personal Identi�able Information (PII). For instance, a user may search for or
comment on content about a disease, drugs, pregnancy, or terrorism. If the user's data is distinguishable, uniform,
or linkable, it may compromise the user's privacy and have dramatic real-life consequences. The sensitivity of a
given piece of information depends on its content, relatability to the user, and target audience. In some cases,
merely associating the user with the text may be considered as sensitive (e.g., political opinions). A privacy breach
may also come from the content of the text (e.g., healthcare). In this scenario, the link to the user is implicit.
Finally, the potential audience may not match the privacy requirements of the text (e.g., a Facebook account
combining coworkers, friends, and other distant acquaintances).

In this paper, we consider three types of adversaries. The �rst category attempts to learn as much as possible
about users so as to provide personalized services for monetary bene�ts, such as digital advertising companies.
Some of these companies (e.g., Facebook [22]) may track users across multiple platforms. Another category of
adversaries comprises individual users with malicious intentions. These adversaries and their relationship to the
user vary depending on the social platform and its degree of exposure. For instance, potential adversaries on
WhatsApp may be the user's acquaintances, while adversaries on Twitter may include the entire population of the
Internet. This second category of adversaries will, most of the time, try to defame the user by releasing selected
pieces of information shared on the platform. Finally, users can be their own adversaries. Users may disclose
information that they would usually not share for instant grati�cation leading to potential privacy leakages [18].
We focus on these three types of adversaries, as they have been consistently identi�ed as threats on social media
in prior literature: privacy leakage by linking pro�les across di�erent platforms [16], privacy leakage due to
information shared in the past [30, 31], and privacy leakage due to instant grati�cation phenomenon [52]. We
consider that users release each piece of information with a given exposure and assume that the adversaries,
human or algorithm, can track users across multiple websites and platforms to which they have access. We only
consider adversaries who acquire information while respecting the information's original exposure. We thus
disregard adversaries acquiring private information they should not access (e.g., data leaks). However, we still
include users that formerly had access to information and later got their access privileges revoked (e.g., former
friends and employees). These users potentially received a large amount of sensitive information through apps
with the smallest possible exposure, such as Whatsapp or Telegram, and thus constitute a severe threat.
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In this work, we aim at reminding the user of the potential privacy breach that posting a message may cause.
Given that smartphone is being widely used to share information on these platforms, or to access platforms [24],
we believe that a solution designed for smartphone can reduce such privacy leakage. We address three potential
sources of privacy leakage: (1) the instantaneous privacy risk caused by the user input (local sensitivity), (2) the
increase in privacy risk as the user reveals information over time (longitudinal privacy), and (3) the privacy risk
associated with sharing the same information on di�erent apps (cross-platform privacy). Aquilis compiles these
three metrics into a single three-coloured indicator of the potential privacy leak in the user input. The user then
chooses whether to publish the content, depending on individual privacy concerns.

3 CONTEXTUAL INTEGRITY MODEL FOR MOBILE DEVICES
We design Aquilis around the principles of Contextual Integrity (CI) The theory of contextual integrity proposes
that informational privacy can be achieved by ensuring the appropriateness of information �ows in the given
contexts. Privacy is achieved as long as the information �ow is considered appropriate. An appropriate �ow
is a �ow that complies with the norms associated with it. Five independent factors decide such norms:Sender,
Recipient, Subject, Attribute (or information type), and Transmission Principle (which refers to the set of constraints
imposed on the information �ow). These �ve factors compose a norm that the theory of Contextual Integrity can
use to enforce privacy. For instance, in healthcare, patients (data subject, sender) submit their health-related
information (information type) to doctors (recipient) under conditions of strict con�dentiality (transmission
principle). In this exact context, the user's health information is protected from other parties by the transmission
principle of con�dentiality. The patients, acting in their capacity as both senders and subjects of the information
�ow, tell their doctor (the recipient) about their health issues (the attribute). The information �ow is constrained
by the transmission principle of con�dentiality, which restricts the onward information �ow to other parties.
However, if we replace the doctor with a friend, the transmission principle changes. For instance, since friends
tend to listen to each other's problems, the transmission principle would be reciprocity. By contrast, patients do
not expect to listen to the health issues of their doctors. The context of health and the context of friendship have
di�erent overarching goals: doctors promote patients' health while friends support each other.

An informational norm is breached when an action or practice disrupts the actors, attributes, or transmission
principles within a given information �ow. Contextual integrity is preserved when informational norms are
respected and violated when informational norms are breached [35]. Addressing all parameters is a fundamental
aspect of CI. Omitting a single parameter may lead to an inconclusive or ambiguous description. Accordingly, any
formal rendering of information �ows needs to include independent variables for these parameters for assessing
the appropriateness of the �ow. In computer science research, CI is used for accountability and enforcement [3, 11].

In Aquilis, we use the above as a system abstraction to prevent inappropriate information �ows at creation time
by only allowing �ows that are consistent with the contextual norms. We build a model that detects inappropriate
information �ows by distinguishing them from �ows that are consistent with the norms. Aquilis thus provides
the �rst line of defense against undesired dissemination by inciting the user not to share sensitive information.

4 SYSTEM DESIGN
Aquilis aims at minimizing the amount of inappropriate information disclosure at the source. The system takes
the form of a keyboard application that continually analyzes the user's text input and provides real-time feedback
on the privacy risk level. Figure 2 shows the work�ow of Aquilis. Aquilis consists of three core steps:CI �ow
extraction, CI Flow Processing, andPrivacy Metric Aggregation. The CI �ow processing includes three components.
Thelocal sensitivity analysiscomponent quanti�es the instantaneous sensitivity level of the text in the context of
the application's exposure. Thelongitudinal privacy analysiscomponent keeps track of privacy leakage over time.
Thecross-platform privacy analysiscomponent determines the sensitivity of texts over multiple applications.
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Fig. 2. Aquilis System Architecture

Table 1. Data Visibility

Level Description

Level 1 -
High Visibility

Data visible to everyone
(Twitter, Reddit)

Level 2 -
Med. Visibility

Data visible to a controlled
set of people (Facebook)

Level 3 -
Low Visibility

Data visible to only one addi-
tional recipient (WhatsApp,
Banking, Healthcare App)

Table 2. Data Relatedness

Level Description

Level 1 - High
Relatedness

Data absolutely necessary for the pri-
mary function of app (Health data in
Healthcare App)

Level 2 - Med.
Relatedness

Data adding additional functionality
(Location on Tourist Guide App)

Level 3 - Low
Relatedness

Data not needed for the operation of
the app (Health data in Banking app)

Finally, thePrivacy Metric Aggregationcombines the results of these three modules into a single metric. In the
rest of this section, we describe these modules and how they integrate the contextual integrity theory.

4.1 Integrating the Contextual Integrity Theory
Aquilis maps information exchanges at the application level to the corresponding CI �ows and checks them
against the speci�ed CI norms. We use the �ow abstraction described in Section 3 to communicate the contextual
information to the checking mechanism. Several adjustments are necessary to integrate CI into Aquilis.

4.1.1 Specifying Norms.To express the contextual norms,Aquilis provides the logic that speci�es permissible
information �ows. These �ows are subject to three factors: data sensitivity, exposure risk brought by the
application being used to communicate, and application-data relatedness (mentioned in Tables 1 and 2 respectively).
For instance, a norm might stateAllow health-related information �ows through application A, given that the
healthcare information is critical for application A's operation. Note that we assume that an application that
requires user's sensitive information for their main functionality would have incorporated proper protection
measures in compliance with privacy regulations. Such norms may help in minimizing accidental leakage of
health information (by the user itself) on Twitter which brings high exposure risk.

4.1.2 Enforcing Norms.Aquilisautomatically deduces contextual norms from the user's speci�ed privacy contexts,
and after deducing these norms, it infers a set of privacy rules. For example, after installing Aquilis, a user can
note contexts that are sensitive for them, e.g., cancer, HIV, or sexuality. New additions can be made anytime by the
user. Once a user has speci�ed their sensitive contexts, we map these with the two additional factors of exposure
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Fig. 3. CI Flow Extractor Operation

risk and application-data relatedness and determine the contextual norms and hence, the privacy rules suited to
the user as previously mentioned. Afterward, when the user is using their mobile device to disseminate messages,
the CI Flow Extraction extracts the information �ows from the user's typed text. Then the CI Flow Processing
veri�es whether the extracted �ows are admissible. The CI Flow Checker is composed of three modules that
analyze privacy through three di�erent perspectives: Local Sensitivity Analysis, Longitudinal Privacy Analysis,
and Cross-Platform Privacy Analysis. This approach aids the user in making privacy-aware decisions by raising
�ags to the user about inappropriate information �ow.

Aquilis compiles the results of the analysis into a single three-colour signal to alert the user on the appropriate-
ness of a �ow relative to the norm. These codes, red, yellow, and green, respectively correspond to high privacy
risk, medium privacy risk, and low privacy risk.

4.2 CI Flow Extraction
Figure 3 depicts the operations of the CI parameter extractor. This module is responsible for extracting di�erent
relevant CI parameters from the given information �ow and existing metadata. These parameters include the
actors (sender, recipient, subject) and the type of information (attribute). The parameter extractor then maps these
parameters onto CI �ows. Extracting sender and intended recipients are relatively straightforward. However,
extracting other information like attributes and transmission principle is non-trivial. For example, if the user is
sensitive about the dissemination of health-related data (e.g., cancer), the CI Flow Extractor analyses user typed
text to determine whether the text points to any cancer-related information. However, if the user is trying to
disseminate (or send) cancer-related information through WhatsApp, they might be sharing it with a close friend
or family member. So, even with user text that contains sensitive information, this information �ow should be
considered admissible (not red or yellow �ag), whereas, in the context of Twitter, the �ow can be considered
non-admissible. Similarly, for each attribute type (topic) mentioned in the privacy policy text, the CI extractor
needs to identify the CI subject, which is the user themself in this case.

Finally, due to the design of Aquilis, identifying the recipient of the message precisely is not easy. The CI
extractor infers the recipient from the application's exposition. For instance, a message sent on WhatsApp will
probably be sent to a single person, while a Facebook status will be visible to all the friends of the user. As such,
we de�ne threerecipient levels: individual, group, andeverybody. In the case of a user sharing information about
their health on Facebook, the resulting CI �ow will be as follow:
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